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4 Models

We consider two major types of dialogue model
retrieval and generative. Both approaches make use
of the same components as building blocks. We
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6 Conclusion

This paper preseats an approach for impeosing thel
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Generate a slide from an academic paper

DOC2PPT

Image-Chat
-Speakerb:a&b.
- We apply a set of 215 possible style traits ,
using an existing set from shuster et al .

- Who will be assigned to a person ?
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Retrieval Models

- Two major types of dialogue model :

- In the retrieval model , the three modalities are fed into a combiner module .
- Resnet 152 , resnet densenets .
- Dialogue decoder : dialogue decoder the encoding from the image

- Style encoder to obtain its representation rs .
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Human Evaluations on IMAGE-CHAT

- Ablation study for both retrieval and generative models
- What is the best of both worlds ?
- Resnet 152, resnet densenets .

- We ask the evaluators to choose the two possible utterances :

0.6

Human

TransResNet-Gen
m (ResNeXt1G-3.5B)
TransResNet-Ret
m (ResNet]52)
1  TTANSRESNeL REL

First First First Second Third (ResNeXt-IG-3.58)
Round of Comparison

e e
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Win Percentage
2
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S 28

Conclusion
- Can be studied in future work
-(zhangetal.,2018)
- Humans can relate to social dialogue agents
- Retrieval models outperformed their generative models

- A new dataset is made of a new dataset .
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 Multi-modal summarizer
 Text Summarization + Figure Retrieval + Multi-Page
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Figure 2: The TRANSRESNETppr multimodal ar-
chitecture for grounded dialogue. There are sev-
eral options: different image encoders (ResNet152 or
ResNeXt-1G-3.5B), text encoders (shared or separate
Transformers for history and response), and different
multimodal combiners (sum or attention-based).

per as ResNet152 features. We used the implemen-
tation provided in the torchvision project (Marcel
and Rodriguez, 2010). The second is a ResNeXt
32 x 48d (Xie et al.. 2017) trained on 3.5 billion In-

logue tasks previously (Yang et al., 2018; Mazare
et al., 2018). We use a Transformer with 4 lay-|
ers, 300 hidden units, and 6 attention heads. The
outputs are pooled (mean) to give a final vectorial
encoding.

We pretrain the entire encoder following the
setup described in Mazare et al. (2018): we train
two encoders on a next-utterance retrieval task on
a Reddit dataset of dialogues containing 1.7 billion
pairs of utterances, where one encodes the context
and another the candidates for the next utterance;
their dot product indicates the degree of match, and
they are trained with negative log-likelihood and
k-negative sampling. We then initialize our system
using the weights of the candidate encoder only,
and then train on our task in either generative or|
retrieval mode.

4.1 Retrieval Models

Multimodal combiner module We consider
two possible combiner modules for the inputs:

Multimodal sum combiner (MM-sum): Given an
input image, style trait and dialogue (7, S, D), to-
gether with a candidate response C, the score of the
final combination is computed as s(1, S, D,C) =
(ri+rs+rp)- rc.

Multimodal attention combiner (MM-att): A
more sophisticated approach is to use an atten-|
tion mechanism to choose which modalities are
most relevant for each example by stacking Trans-
formers. We concatenate the three representation

vantave we v and v and fand thaws ta o cannnd

Text
Summarization
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Retrieval Models

- Two major types of dialogue model :

- In the retrieval model , the three modalities are fed into a combiner module .

- Resnet 152, resnet densenets .

- Dialogue decoder : dialogue decoder the encoding from the image

- Style encoder to obtain its representation rs .
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Dataset Building

Crawl paper-slide pairs from Al conferences
 Computer Vision (CVPR, ECCV, ...)

* Natural Language Processing (ACL, NAACL, ...)
 Machine Learning (ICLR, ICML, ...)

5,873 in total
4,686 /592 /595 (train / val / test)

To prepare the data for training, needs some preprocessing
in advance



Dataset Building

* Extract text content from a slide
 Azure CV to do Optical Character Recognition (OCR)

| «  Learning Over-Parameteiized —Neural
: * Networks on Structured Data
I
I

* Yingyu Liang@UWLMadison

ot we N rer ot e I_. Joint work with Yuanzhi Li@Princeton -Y Stanford |

Learning Oj

Network

Our Work ® '_._ - al; \_/Vgr_k ————————————————————— -

*  Our work: Yes for two-layer NN on clustered data!

S} r— L Poster: Tue Poster Session A #143 |

~10ur work: Yes for two-layer NN on clustered data!

I
S : * Isthere a simple theoretical explanation?
: |

I




 Match sentences from slide to paper
e Extractive-based summarization

sentence 1

sentence 2

sentence 3

sentence 4

sentence 5

sentence 6

sentence 7

sentence 8

Dataset Building

E—

Extractive-
Summarization

sentence 2

sentence 3

sentence 5

sentence 6

sentence 8




Match sentences from slide to paper
e Extractive-based summarization

sentence 1

sentence 2

sentence 3

sentence 4

sentence 5

sentence 6

sentence 7

sentence 8

Dataset Building

E—

Extractive-
Summarization

sentence 2

sentence 3

sentence 5

sentence 6

sentence 8

(  “The Pima Indians Diabetes data set contains \I (
| information about 768 diabetes patients, | :

: recording features like glucose, blood pressure, | |
NG age and skin thickness.” )\
(- - T N ‘ /
| “Finally, can the idea of proportionality as a group | |

| fairness concept be adapted for supervised | I

| learning tasks like classification and regression?” }I |\
N e

“This data set contains 768
diabetes patients, recording
features like glucose, blood”

“Can fairness as proportionality
be adapted for supervised”



Dataset Building

 Match figures from slide to paper

* CNN feature to do similarity matching

Experiments

N KOS W

o
* We perform a thorough comparison of the proposed method to the state of the arts, MaskTrack R-CNN [66] and
TrackR-CNN [59] on the newly introduced KITTI MOTS, MOTSChallenge, and YouTube-VIS datasets.

* The results show that our method achieves promising improvement against the state-of-the-art methads for most
metrics. Specifically, our method noticeably reduces the number of false negative (FN) and increases sMOTSA,
which is used to evaluate overall detection, segmentation and tracking quality.

* The visualization depicts comparably rior instan

identities in the cluttered scenes.

gmentation masks and cc

Method [sMOTSA MOTSA_MOTSP|
(ah KITTEMOTS Dataset ] - Cars
Mask RONN[+IT10]] 749 658
MaskTrack RENN [0 | 755 861
KR-CNN 761 818
Ours 6 888
(b) KITTI MOTS Datased [+ - Pedestrians
Mk RONN[RIT]| #6638
MuskTrack RCNN [66] | 439 646
TrackR-CNN | 651
Ours 616

{61 MOTSChallenge Data

Mask RONN[TTITIO]| 486 655
MaskTrack R-CNN | 15 667
TrackR-CNN | 521 18
Qs s 718

(d) VouTube-VIS Dataset [14]
Mask RONN [TTRITIN] 357 464

MaskTrack R-ONN [00] | 341 472
TrackR-CNN | M6 483
Ours 351 S04

Modified VAE Architecture

+ | We propose a variational autoencoder (VAE) modification that builds on top of Mask R-CNN to capture
spatial and motion information shared by all instances, and generate attentive cues to reduce false
negative mask predictions.

+ | The method builds a shared encoder and three parallel decoders, yielding three disjoint branches:

Auxiliary Branch is to guide the network to leam

finer representations and Increase the amount of

‘meaningful semantic information encoded in the

latent space.

+  Proposal Branch summarizes and outputs object-
level information for connecting objects over

i e ce

attentive cues to r

s in the augment branch

« Augment Branch aggregates pixel-level features
extracted from different layers in the VAE encoder
and the Mask R-CNN network. By combining these
lextracted features with outputs from the proposal

ations, identities, detection boxes and
tion masks

i%\ Decode >

Encode
EAELD)

input Latent Distribution sy

Input hidden  Output Branch

§ P
<7 =7 b

S0l

Branch

Skipping Connection

Po(xlz.@) DecoderD,

Skipping Connection
e < Mask RN -
oo Augment

Visualization
Ground truthimage

|~ ¥

—

Corrected segmentation

Ava

Continuous tracking

Figure from Paper




Dataset Building

 Match figures from slide to paper

* Not always perfect (currently 50.5% F1)
 Leave as future work for better label to learn from

Partial
Matching

—)

Method NYT WebNLG
Precision Recall F1 Precision Recall F1
NovelTagging  62.4% 31.7%  42.0%  52.5% 19.3% 28.3% Different
OneDecoder 59.4% 53.1% 56.0% 32.2% 28.9% 30.5% .
MultiDecoder  61.0% 56.6% 58.7% 37.7% 364% 37.1% EXPTESSIOH
GraphRel, 62.9% 57.3% 60.0% 42.3% 39.2%  40.7%
GraphRely, 63.9% 60.0% 61.9% 44.7% 41.1% 42.9%




Dataset Building

 Match figures from slide to paper
* Not always perfect (currently 50.5% F1)

* Apply human labeling for testing set
* Golden testing set for fair evaluation



Dataset Building

 Remove the progressive page

* OCR cover rate > 80% (Acc ~90%

 Keep the last one

Y UNIVERSITY of WASHINGTON ﬂ

Neural AMR: Sequence-to-Sequence
Models for Parsing and Generation

loannis Konstas

HERIOT

Joint work with Srinivasan lyer, Mark Yatskar,
Yejin Choi, Luke Zettlemoyer

AMR graph

Paired |
raining
T

Parse to AMR Generate from AMR

Time Expression Analysis — Eureka!

« Similar syntactic behaviour: (1) POS information cannot
distinguish time expressions from common text, but (2) within time
expressions, POS tags can help distinguish their constituents.

* (1) For the top 40 POS
20%, other CD.

(10 X 4 datasets), 37 have percentage lower than

* (2) Time tol mainly have NN* and RB, mod
numerals have CD.

rs have JJ and RB, and

When seeing (2), we realize that this is exacily how linguists define part-of-speech for

language; similar words have similar syntactic behaviour. The definition of part-of-speech

for language inspires us to define a iype system for the time expression, part of language.

Our Eureka! moment

sis - Idea

ge, a time expression contains two tokens: one is time token and the
modifier/numeral. And the time tokens are in small size.

nize a time expression, we first recognize the time token, then
ize the modifier/numeral.

Time token

20 days; this week; next year; July 29; ...




Dataset Building

 Generate pages for each section and combine them all
 BERT to match text (page) with paragraph (section)
 Consider continuity

page 1 page 2 page 3 page 4 page 5 page 6




> The “ceiling effect” for simple consecutive training by a single
model.

> Questions targeted at a single image are off in format and lack
diversity in content.

Dataset Building

 Generate pages for each section and combine them all
 BERT to match text (page) with paragraph (section)

Previous Work

> Let's regard the training aspect
of visual questions as cxarr
, ion and the testing part
as the 1 xar

(b) Our TA-Student VOA paradigm

> Self-QA Stage
> Question Generating Agent (Q,,)
> Question-Answering Agents (Agts)
> Supervision Stage
> Oracle Check Model (0)

of two stages, Self-QA stage and
execute iteratively.

Overview of our approach. The system con:
Supervision Stage, and these two stages wi

> Question Generation Model (g):
Generate questions based on a given
image

\J

Question Validation Model (v):
Grammar checker and main
P checker.

> Informative Selection Model (i):
Select the most informative questions
among question proposals, based on
policy from Oracle Check Model

Question Proposals per Iteration. With the update in the Question Generating Agent,
the question proposals are with increasing sophistication.

i

1 Overall Performance Comparison (%)

l["ﬂhll””l‘“ |1.11||||” “I||l|Iv||l!||‘|||l“lllj

1l Accuracy per Annotated Question in Dataset (%)

<= Accuracy per Generated Question In Dataset (%)

== 1. Introduction

3. Approach

=) 4. Experiments
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Dataset Building

—) figure
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Dataset Building

Section
Matching — figure
Paper
—) text
Sentence MchuI:i?\g
Matching
OCR
—) text
Slide
—) figure

Progressive
Removing



Train
Val
Test

Test
(Human)

Dataset Building

. #sentence . #sentence .
num #section Do #figure #page s e #figure
4,686 6.9 42.9 8.3 16.9 8.1 2.4

592 6.9 42.6 8.3 16.8 8.1 2.5
595 6.9 42.4 8.4 16.5 8.1 2.6
2.3




1250 1
1000 A
750 1
500 1
250 1

600

400 |

200 A

Dataset Building

Distribution of #sentence and #figure in slide
 Similar between train, val, and test

#Sentence per Section (Slide)

50 100 150 200

#Figure (Slide)

20 30 40

Train

150

100 A

50 1

80 A

60 4

40 1

20 A

#Sentence per Section (Slide)

50 100 150 200 250 300 350

#Figure (Slide)

10 15 20 25 30 35 40

Val

150

100 A

50

150

100 A

50

#Sentence per Section (Slide)

RTR _—
0 20 40 60 80 100

#Figure (Slide)

140

Test (Human)

10




Model (Baseline)

 Recurrent extractor to build the slide step-by-step
. ) , [ISECTION] token
* Section-based generation and classification for extraction

sentence 1
I

\
1
¥
I
sentence 2 |:
¥
¥
¥
¥

sentence 3
I

sentence 4

section 1



Model (Baseline)

 Recurrent extractor to build the slide step-by-step
. ) , [ISECTION] token
* Section-based generation and classification for extraction

(o811

( sentence 1
I

sentence 2

sentence 3
I

sentence 4

— — — — — — — —

— — — — — — — — — —

— — — — — —

7
N

——— —

N _ page 1

section 1



Model (Baseline)

 Recurrent extractor to build the slide step-by-step
. ) , [ISECTION] token
* Section-based generation and classification for extraction

[emencer | \I %
sentence 1 |
I l\
I
I

sentence 3

\
I
I
sentence 2 |
I
I
I
I

sentence 4

sentence 1

— — — — — —

_ page 1

section 1



Model (Baseline)

 Recurrent extractor to build the slide step-by-step
. ) , [ISECTION] token
* Section-based generation and classification for extraction
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sentence 1 \I | Z
' 1 B
sentence 2 | | : | 7 :
' g/ | | S| | /!
sentence 3 | |
I | |
sentence 4 | | |
______ / I sentence 1
figure 1 : sentence 2
I
figure 2
ke /} page 1

section 1



Model (Baseline)

 Recurrent extractor to build the slide step-by-step
. ) , [ISECTION] token
* Section-based generation and classification for extraction

s - - == N \ 4
GRU ) (

I( o - \I [ [OBJ] —»[ [OBJ] ]—» [PAGE] ]
| I( sentence 1 \I |
| I I |
I : sentence 2 | | :
| |
T I I
| | | sentence 31 :
| | g
| | | sentence4 | | |

\ / sentence 1
|N==———— |
: figure 1 : sentence 2
| P— I
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\\ 5 /} page 1 page 2

section 1



Model (Baseline)

 Recurrent extractor to build the slide step-by-step
. ) , [ISECTION] token
* Section-based generation and classification for extraction
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| sentence 1 | /
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section 1



Model (Baseline)

 Recurrent extractor to build the slide step-by-step
. ) , [ISECTION] token
* Section-based generation and classification for extraction

N
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| | sentence 1 I |
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: | | sentence 3 | :
\ J
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: figure 1 : sentence 1 sentence 4
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\ figure 2 ) sentence 2 figure 1
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section 2 page 1 page 2

section 2



Model (Baseline)

 Recurrent extractor to build the slide step-by-step

’

, [ISECTION] token

* Section-based generation and classification for extraction

7 N \ 4
/ GRU \ " " R s s s " =r
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| | | sentence 1 \I |
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| ' l '
: | | sentence3 ||| ST T T T T T T -
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| —¥Y——m———= |
: figure 1 : sentence 1 sentence 4 sentence 2
I\ figure 2 /I sentence 2 figure 1

N s

section 2 page 1 page 2 page 3

section 2



( sentence 1
I

sentence 2

sentence 3
I

sentence 4

— — — — — —

Model (HSE)

* Hierarchical Slide Extractor (HSE)

— — — — — — — —

N
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 Different RNNs for section-, , and
isec] | [seq PT sec
v
ipace] —| (pace] —| [END] ] PT
v
[OBJ] » [OBJ] ]—» [END] ] PT ©bi
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- vV |
_____________ J
sentence 1 sentence 4
sentence 2 figure 1
page 1 page 2

section 1

level



TextFigure Module

* Constrain the coherence between figure-text
* Co-train with HSE
* Related figure-text should be close on embedding space

[(path, instrucﬁon)H Speaker path | 7 C
~ close
v sample e Q
C: 7~
NAV APS e
!, student-forcing loss 1 //
( | 4
L. '1
update NAV by w update APS by / fa r
minimizing Lyay maximizing Lyy /
/ ™~
/ ™
/ N
/ ——————— ¥ ———————

“The learning framework of our adversarial
path sampler (APS), where Speaker denotes |
the back-translated speaker model.” j] T T T T === d

)
“R2R results for Seq2Seq, Speaker- |
Follower, and RCM under testing set.” :



TextFigure Module

* Right figures put with right texts
* Filter out unrelated and add unused related figures

Result

* Randomly sampled stop improving when using more than 60%
* APS sampled helps both seen and unseen
* Pre-Exploration further helps unseen environments

aaaaaaaaaaaaa
@ aps+pre-exploration (val-unseen)

. add unused dal B OE om /—-
fllter out 20 0% 20% 40% 60% 80% 100

(related)

Original + X% Augmented ~ Original + X% Augmented

(unrelated)




Paraphrasing Module

 Rewrite extracted sentences as slide-style
* Seq2seq model (w/ copy attention)

( “to understand the spread of individual judgements on \
| a sentence , we compute the standard deviation of |
| ratings for each sentence and then take the mean |
N over all sentences .” l

)
“we perform empirical evaluation and analysisofa |
variety of classification methods for the above task .” :

—

paraphrase

“we collect multiple ratings for a
sentence and take the mean .”

— — — — — — — — — — — — —

“empirical evaluation of
classification methods”

— — — — — — — — — — — — —



HSE w/ TextFigure & Paraphrasing

syth [2] quantizes cach cell into

The method proposed by Sadeghi and Fe
lusters. Nearest 1 ir search is a significant bottleneck in

l of flat clustering
Dependiny

A terin

their techuique. In this paper we use hierarchical
| is first quantized into one of the 16 clus
16 clusters in t

on the first
1p in . Note

b: ¢
level, the eell is clustered into

reduces the number of comparisons from 256 per cell to

that hierarchica
s of 16 cc
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Hierarchical Vector Quantization
- We use a hierarchical clustering technique to speed up this process.
- We use vector quantization for the same purpose
but with a slightly different approach.

- Then according to the nearest cluster in the first step we compare against
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Hierarchical Vector Quantization
- We use a hierarchical clustering technique to speed up this process.
- We use vector quantization for the same purpose

but with a slightly different approach.

- Then according to the nearest cluster in the first step we compare against

16 other clusters to find the nearest cluster (Figure 3, c)
- - We pre-compute clusters using k-means algorithm.

- Our experiments show that the proposed hierarchical clustering technique leads
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- We use a hierarchical clustering technique to speed up this process.
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about 8-fold - We use vector quantization for the same purpose

but with a slightly different approach.

- Then according to the nearest cluster in the first step we compare against
16 other clusters to find the nearest cluster (Figure 3, c).

- We pre-compute clusters using k-means algorithm

- Our experiments show that the proposed hierarchical clustering technique leads

to a negligible loss of 0.001 in mAP.
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HSE

Hierarchical Vector Quantization

- We use a hierarchical clustering technique to speed up this process.

- We use vector quantization for the same purpose
but with a slightly different approach.

- Then according to the nearest cluster in the first step we compare against
16 other clusters to find the nearest cluster (Figure 3, c)

- We pre-compute clusters using k-means algorithm.

- Our experiments show that the proposed hierarchical clustering technique leads
to a negligible loss of 0.001 in mAP.

TextFigure
Module

Hierarchical Vector Quantization
- We use a hierarchical clustering technique to speed up this process.
- We use vector quantization for the same purpose
but with a slightly different approach.
- Then according to the nearest cluster in the first step we compare against
16 other clusters to find the nearest cluster (Figure 3, c).
- We pre-compute clusters using k-means algorithm

- Our experiments show that the proposed hierarchical clustering technique leads

to a negligible loss of 0.001 in mAP.

—)

Paraphrasing
Module

Hierarchical Vector Quantization
- We use a hierarchical clustering technique to speed up this process .
- Vector quantization for the same feature space .
- How to find the nearest cluster in the first step ?
- Results : k-means algorithm using .

- Our method leads to a negligible loss of 0.001 in map
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Experiments

1st / 2nd
Model Co-Train w/ Module i TextFigure
TextFigure Paraphrase TextFigure| Rouge-L  w/ Page LC-P LC-R LC-F1 Rouge-L
Baseline X X X 27.2 21.8 13.2 21.9 16.5 3.6
X x x| 7.7 29 | 146 237 181 | 43
X v X 32.3 26.7 14.6 23.7 18.1 4.7
- 2 x x| 287 240 | 148 324 203 | 79
v X v 28.7 24.0 24.6 40.5 30.6 13.8
v v X 33.6 28.2 14.8 32.4 20.3 8.2
v v v 33.6 28.2 24.6 40.5 30.6 15.5




Experiments

Model Co-Train w/ Module TextFigure
TextFigure Paraphrase TextFigure| Rouge-L  w/ Page LC-P LC-R LC-F1 Rouge-L
Baseline 27.2 21.8 13.2 21.9 16.5 3.6
27.7 22.9 14.6 23.7 18.1 4.3

HSE

 Hierarchical architecture extracts slide
* Helps both text quality and figure retrieval



Model

Experiments

Co-Train w/ Module

TextFigure

Baseline

HSE

TextFigure Paraphrase TextFigure

Rouge-L  w/ Page

27.7 22.9
32.3 26.7
28.7 24.0
33.6 28.2

 Paraphrasing module rewrites sentences into slide-style
* Better text as a slide




Experiments

Model Co-Train w/ Module i TextFigure
TextFigure Paraphrase TextFigure| Rouge-L  w/ Page LC-P LC-R LC-F1 Rouge-L
Baseline
x x x| 277 29 | 146 237 181 | 43
HSE v 28.7 24.0 14.8 32.4 20.3 7.9

* Co-train with TextFigure constrain
* Learns the correlation between text and figure
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Co-Train

Baseline

HSE

w/ Module

TextFigure Paraphrase TextFigure

Rouge-L  w/ Page

LC-P LC-R LC-F1
14.8 32.4 20.3
24.6 40.5 30.6

TextFigure

 TextFigure module removes unrelated or adds related
* Benefits figure retrieval a lot




Experiments

Model

Baseline

HSE

Co-Train w/ Module

TextFigure Paraphrase TextFigure

v v v

Rouge-L  w/ Page

33.6 28.2

LC-P LC-R LC-F1
14.6 23.7 18.1
24.6 40.5 30.6

TextFigure

15.5

* Combines both Paraphrasing and TextFigure module
* Fully improves on all aspects of metrics




Qualitative Examples

Introduction

- We propose a novel multi-label c ional alj hodology to bridge domain

divergence while preserving the discriminability of the features .
- Mcar : multi-label conditional distribution alignment

and detection regularization model
- Minimize the cross-domain feature distribution gaps .
- A whole image can have complex multimodal structures .

- Global ( image-level ) feature alignment ( image-level )

Category Prediction based Regularization
- What is the structure of the graph ?
- We propose a novel category prediction mechanism for object detection .
- Each proposal will be classified as a regressor r .
- Region proposal network ( rpn ) 23-28 august zA zA,
- Loss function : =+ ( x )

B
£4

Adaptation from Clear to Foggy Scenes.

- Cross-domain detection from real to virtual image scenarios
- Domain adaption from normal / clear images to foggy image

- Pascal voc , pascal voc to comic

(@) Sourco-only () MCAR(Ouss)

Ablation Study

- Qualitative results : quantitative results 23-28 august zA zA,

- Adacoseg : adaptive feature visualization with mutual
regularization-—-p . zhao et al .

- We use the foggy cityscapes dataset as the target domain .

- Train on labeled data in the target domain

- Multiple auxiliary loss terms in the proposed learning objective

Introduction

- What is a good emotion classification task ?
- We use the context principle for emotion recognition .
- Context 1 : incorporating cues from different modalities
- Multimodal emotion recognition ( cvpr 2020 )
- Not asking for the meaning of a word in isolation
and instead of finding the meaning in isolation .

Network Architecture

- How to train your neural network ?

- To train the soft margin loss function :

- We combine the two loss functions , Imultiplicative ( fromeq.1).
- + In2lclassification

Datasets
- We present a comparison with other datasets .
- The apparent emotional states of the people
- How do we evaluate the annotation process ?

- How do we evaluate the friendliness ?

D type

Analysis and Discussion
- Emotic dataset . emotic dataset was collected for
- Two-stream network ( two-stream ) [ 2]
- Gen (ours ) depth-based ( ours )
- Groupwalk dataset was difficult to test on groupwalk .

(a) AP Scores for EMOTIC Dataset.

Tabeh Kol et o177 | Zhaing v al ] | Tew et al{77] FamtiCon

GON-Based | Depih-Based
R WTE ELaE)
WAy

T

SELF-ADVERSARIAL LEARNING

- For a training set with n real samples , we have
-Sal(ours)(a)sal

- How to suffer from the reward sparsity ?
-Sal(ours)3(ours)

TRAINING

- The comparative discriminator can offer more informative learning
signals from the comparative discriminator .

- How to enhance the generalization ability of the comparative discriminator ?

-E(pz(z), m)
L= 2 ]
:f. bater
Real Data s “ " ’.“
LS ) e
real sewtences indistinguishatic Comparative
o Discriminator
Gerersor —— -9 —— 0O
PS54 ——
ol Todiooia i

COMPARATIVE DISCRIMINATOR

- The self-improvement mechanism corresponds to the comparative discriminator
- How to construct the model to supervise the model ?
- ( goodfellow et al . , 2014 )

RESULTS IN REAL DATA

- Table 3 . the results of coco image caption .

Learning Curve




Qualitative Examples

» TextFigure Module (w/o vs w/)

INTRODUCTION

- Decouple the model training stage and search stage

- Specialized sub-nets a7 sub-nets + sub-nets

- We extensively evaluated the effectiveness of ofa on imagenet
- How to deploy different hardware efficiency constraints ?

- We propose a progressive shrinking algorithm for once-for-all .

INTRODUCTION

- Decouple the model training stage and search stage

- Specialized sub-nets 432 sub-nets + sub-nets

- We extensively evaluated the effectiveness of ofa on imagenet

- How to deploy different hardware efficiency constraints ?

- We propose a progressive shrinking algorithm for once-for-all .

Network Pruning
Tran the
full model
T e
Progressive Shrinki
Train the
fullmodel

singlo pruned
" network

once-for-all
network

Method

- Epnet : enhancing point features with image semantics
- Image feature in a point-wise manner .
- Li-fusion rpn effectively combines the lidar point feature

- We combine the point features si with the aid of our li-fusion module .

Method

- Epnet : enhancing point features with image semantics
- Image feature in a point-wise manner .
- Li-fusion rpn effectively combines the lidar point feature

- We combine the point features si with the aid of our li-fusion module .
Moo s 11

Priority Lists
- Each cell is linked to a list of templates
- Each root has a limited budget of locations
- How to balance proposals among all locations ?

- We propose a score adjustment process .

Method Ours Ours Ours [ FIVQ [2] [DPM V5 [21]
Frequency 100Hz | 80Hz 15Hz 2Hz | Hz
neroplane 01630 02695 0302 |

bicycle 0353 | 05735 | 05916

bird 0.0021 0.0900 00008 |

boat 00303 | 0.0303 0,180
bottle 00909 | 0.1938 |

bus 02080 )

car 02505 |

eat 01368

chair 0.0909 |

cow 00909

diningtable |

dog

horse | 035651

Priority Lists
- Each cell is linked to a list of templates
- Each root has a limited budget of locations
- How to balance proposals among all locations ?

- We propose a score adjustment process .

i

Evaluation on Various Target Tasks
- Meta-networks trained by our meta-training scheme ( meta-networks )
- The first source model is trained on tinyimagenet .
- We use 34 - layer resnet as a source and target model , respectively .

- Ours needs only 50 samples per class

Evaluation on Various Target Tasks

- Meta-networks trained by our meta-training scheme ( meta-networks )
- The first source model is trained on tinyimagenet .
- We use 34 - layer resnet as a source and target model , respectively .

- Ours needs only 50 samples per class

Source sk Tiny ImapeNet TrageNet
CIFAR-I00  STLAD  CUB3O  MITO)  Sumford3) Stanfond Dogs
651w 421500 W91 695
6864 4552i0m  SAThat
AT fonc-t-ove: Ml 5774
LWESAT fone.10-0ne 7 590,
FM (single) 75000n 47,60,
63800 4893
LT w isingle) 438cm 519500
12T (ome-to-one) 642 661
L2Tww Gall-o-all) I 650500




Qualitative Examples

* Paraphrasing Module (w/o vs w/)

Introduction

- Since the phrase representations are produced and attended at

each encoder layer, the encoding of each layer is

also enh d with ph level attention

Introduction

- The phrase representations are produced by phrase-level attention .

Related work

- Action proposals is an essential part of many methods for
action detection, explored by a number of recent
- More related to our work, previous methods [9, 18, 24, 34, 35]
explore the temporal order, either by predicting the exact order of consecutive
frames [18, 35] or verifying their partial order [9, 24, 34].
- In the video domain, motion has been used as a cue
for learning video representations in [1, 26, 33, 7].
- The notion of actionness was first introduced in [5] as a

confidence measure of intentional bodily movement of biological agents.

Action frames. Background frames

Related work
- Action detection is a key tool for action detection
- Predicting the exact order of consecutive frames :
- Motion has been used as a cue .

- Actionness was first introduced in biological agents

tion frames Background frames
. 3 :

Base Architecture

- The feed-forward layers capture the domainspecific and -independent information by using priva
output layers for each domain and one shared output layer.

- Word embeddings are derived from a combination GloVe (Pennington et
al., 2014) and FastText (Boj ki et al., 2017) pre-trained word

embeddings, as used in (Ma and Hovy, 2016).

- The global objective function is the combination of
the NER loss function and domain loss:

- The domain classification objective is to minimize the crossentropy loss Ldomain(x,
yd) for an input x with domain label yd.

- We propose a new architecture based on the BiLSTMaZECRF

model tailored to the three proposed experimental setups.

e vere

PN B I W

Base Architecture
- Use private output layers for each domain
-(maetal.,2017)
- The global objective function is the combination of the ner loss
- The domain classification objective is to minimize the crossentropy loss .

- We propose a new architecture based on the bilstm model .

Conclusions

- In this paper, we proposed two parameterized benchmark
games in which EFCE exhibits interesting behaviors.

- We also provided an alternative saddle-point formulation of EFCE
and demonstrated its merit with a simple subgradient method
which outperforms standard LP based methods.

- We analyzed those behaviors both qualitatively and quantitatively, and
isolated two ways through which a mediator is able
to compel the agents to follow the recommendations.

- We hope that our analysis will bring attention to some of the computational
and practical uses of EFCE, and that our benchmark games will be useful

for evaluating future algorithms for computing EFCE in large games.

Conclusions
- We proposed two parameterized games in which
efce exhibits interesting behaviors .
- We propose a saddle-point formulation of efce
- Two ways to compel the agents to follow the recommendations

- We show that our analysis will be useful for computing efce in large games
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Introduction

= Weak supervision in text classification has the burden of
human experts

* How to train a deep neural network?

*  We have performed experiments on real-word datasets

+ Identify words that are discriminative and highly label-
indicative

Introduction

Weak supervision

in text classification

has the burden of
human experts

How to train a deep
neural network?

We have
perfarmed
experiments on
real-word datasets

Identify words that
are discriminative
and highly label-

indicative

Language Model Baselines

* Feeding the token in the input sequence
* We can obtain the contextualized embeddings

+ Feeding the token In the Input sequence
* We can obtain the contextualized embeddings

Language
Model

Baselines

Face photo to drawing generator G

* No pairings need to existing between two domains

* Require the inverse generator to reconstruct a face photo
* A strict loss function for cycle-consistency loss

* Plps)

Face photo to drawing

ge

nerator G

* No palrings need to existing between two domalns
* Require the inverse generator to reconstruct a face photo
* Astrict loss function for cycle-consistency loss

.+ Plp.s)

Detection Results on CityPersons

* Ablation study of PBM
* Breaking the curse of many agents with events

Method | PPFE__R2NMS | R [ HO

Bascline - - 1 13.8 | 59.0
PBM concat - 125 | 57.3
PBM concat v 12.1 | 57.0
PBM mask - 123 | 549
PBM mask v | 111 | 533

+ Ablation study of PBM
+ Brasking the curse of many agents with events

Detection Results

&l Clt\,‘persons Method PPFE  RINMS R HO

Baseline - - 138 | 59.0
PBM concat - 125 | 57.3
PBM concat Vv 12.1 | 57.0
PBM 3 12.3 | 549

PBM W/ 11.1 | 53.3

Multi-task Learning with Self-supervision

* Depending on the type of training samples, the statistical
characteristics of the augmented training samples

* Remove unnecessary invariant property of the classifier

* Aggregate the corresponding conditional probabilities to
improve the classification accuracy

SLA+SI

100 27
tiny-ImageNet 63,11

Multi-task Learning with

Sel

f-supervision

Dependingen the type of training samples,

the statistical characteristics of the
augmented training samples.

Remoue unnecessary invariant property of
the classifier

Aggregate the carresponding conditional
probabilitiesta improve the classification
accuracy

Dataset Bascline DA MT
CIFARID 9239 9044 9079

CIFAR100 6827 6573 6610
e 6301 G021 S804

FAD Frequency-Aware Decomposition

* The frequency of frequency-aware components can be
inversely transformed

* Number of filters (n=512)

* The frequency filtering is a special case of the input image

Input




Conclusion

* DOC2PPT serves as a multi-modal summarizer to generate
slide from academic documents

 We propose hierarchical architecture, text-figure constrain,
and paraphrasing module to improve the quality of slide
generation

* DOC2PPT provides useful outline and flow to make building
a slide more efficiency
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