
DOC2PPT: Automatic Slide Deck 
Generation from Documents

Tsu-Jui Fu Yale SongDaniel McDuffWilliam Wang

AAAI’22



DOC2PPT
• Generate a slide from an academic paper

DOC2PPT



DOC2PPT
• Multi-modal summarizer

• Text Summarization + Figure Retrieval + Multi-Page

Text 
Summarization

Figure
Retrieval .

.

.
Multi-Page



Dataset Building
• Crawl paper-slide pairs from AI conferences

• Computer Vision (CVPR, ECCV, …)
• Natural Language Processing (ACL, NAACL, …)
• Machine Learning (ICLR, ICML, …)

• 5,873 in total
• 4,686 / 592 / 595 (train / val / test)

• To prepare the data for training, needs some preprocessing
in advance



Dataset Building
• Extract text content from a slide

• Azure CV to do Optical Character Recognition (OCR)

• Learning Over-Parameteiized –Neural
• Networks on Structured Data
• Yingyu Liang@UWLMadison
• Joint work with Yuanzhi Li@Princeton -Y Stanford

• Our Work
• Is there a simple theoretical explanation?
• Our work: Yes for two-layer NN on clustered data!
• Poster: Tue Poster Session A #143



Dataset Building
• Match sentences from slide to paper

• Extractive-based summarization
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Dataset Building
• Match sentences from slide to paper

• Extractive-based summarization

sentence 1

sentence 2

sentence 3

sentence 4

sentence 5

sentence 6

sentence 7

sentence 8

sentence 2 sentence 3 sentence 5

sentence 6 sentence 8
Extractive-

Summarization

“This data set contains 768 
diabetes patients, recording 
features like glucose, blood”

“The Pima Indians Diabetes data set contains 
information about 768 diabetes patients, 

recording features like glucose, blood pressure, 
age and skin thickness.”

“Finally, can the idea of proportionality as a group 
fairness concept be adapted for supervised

learning tasks like classification and regression?”

“Can fairness as proportionality 
be adapted for supervised”

SlidePaper



Dataset Building
• Match figures from slide to paper

• CNN feature to do similarity matching

Slide Figure from Paper



Dataset Building
• Match figures from slide to paper

• Not always perfect (currently 50.5% F1)
• Leave as future work for better label to learn from

Partial
Matching

Different
Expression



Dataset Building
• Match figures from slide to paper

• Not always perfect (currently 50.5% F1)

• Apply human labeling for testing set
• Golden testing set for fair evaluation



Dataset Building
• Remove the progressive page

• OCR cover rate > 80% (Acc ~90%)
• Keep the last one



Dataset Building
• Generate pages for each section and combine them all

• BERT to match text (page) with paragraph (section)
• Consider continuity

page 1 page 2 page 3 page 4 page 5 page 6



Dataset Building
• Generate pages for each section and combine them all

• BERT to match text (page) with paragraph (section)

1. Introduction

3. Approach

4. Experiments
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Dataset Building

Paper

Slide
text

figure

text

figure

OCR

Sentence
Matching

Figure
Matching



Dataset Building

.

.

.

Paper

Slide

Progressive
Removing

text

figure

text

figure

OCR

Sentence
Matching

Figure
Matching



Dataset Building
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Dataset Building
Paper Slide

num #section
#sentence

(per section)
#figure #page

#sentence
(per section)

#figure

Train 4,686 6.9 42.9 8.3 16.9 8.1 2.4

Val 592 6.9 42.6 8.3 16.8 8.1 2.5

Test 595 6.9 42.4 8.4 16.5 8.1 2.6

Test 
(Human)

- 2.3



Dataset Building

Train Val Test (Human)

• Distribution of #sentence and #figure in slide
• Similar between train, val, and test



Model (Baseline)

sentence 1

sentence 2

sentence 3

sentence 4

figure 1

figure 2

GRU

section 1

• Recurrent extractor to build the slide step-by-step
• [OBJ], [PAGE], [SECTION] token
• Section-based generation and classification for extraction
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Model (Baseline)
• Recurrent extractor to build the slide step-by-step

• [OBJ], [PAGE], [SECTION] token
• Section-based generation and classification for extraction
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Model (Baseline)
• Recurrent extractor to build the slide step-by-step
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Model (Baseline)
• Recurrent extractor to build the slide step-by-step

• [OBJ], [PAGE], [SECTION] token
• Section-based generation and classification for extraction
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Model (Baseline)
• Recurrent extractor to build the slide step-by-step

• [OBJ], [PAGE], [SECTION] token
• Section-based generation and classification for extraction
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Model (Baseline)
• Recurrent extractor to build the slide step-by-step

• [OBJ], [PAGE], [SECTION] token
• Section-based generation and classification for extraction

page 1 page 2

sentence 1
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sentence 4

figure 1

section 2

sentence 1

sentence 2

sentence 3

figure 1

figure 2

GRU

section 2
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Model (HSE)
• Hierarchical Slide Extractor (HSE)

• Different RNNs for section-, page-, and object- level

figure 1

figure 2

GRU

section 1

sentence 1

sentence 2

sentence 3

sentence 4

[SEC] [SEC]

page 1 page 2

sentence 1

sentence 2

sentence 4

figure 1

[PAGE] [PAGE] [END]

[END][OBJ] [OBJ]

✓ ✓

PT sec

PT page

PT obj



TextFigure Module
• Constrain the coherence between figure-text

• Co-train with HSE
• Related figure-text should be close on embedding space

“The learning framework of our adversarial 
path sampler (APS), where Speaker denotes 

the back-translated speaker model.”

“R2R results for Seq2Seq, Speaker-
Follower, and RCM under testing set.”

close

far



TextFigure Module
• Right figures put with right texts

• Filter out unrelated and add unused related figures

Result
• Randomly sampled stop improving when using more than 60%
• APS sampled helps both seen and unseen
• Pre-Exploration further helps unseen environments

filter out
(unrelated)

add unused
(related)



Paraphrasing Module
• Rewrite extracted sentences as slide-style

• Seq2seq model (w/ copy attention) 

“to understand the spread of individual judgements on 
a sentence , we compute the standard deviation of 
ratings for each sentence and then take the mean

over all sentences .”

“we perform empirical evaluation and analysis of a 
variety of classification methods for the above task .”

“we collect multiple ratings for a 
sentence and take the mean .”

“empirical evaluation of 
classification methods”

paraphrase



HSE w/ TextFigure & Paraphrasing



HSE w/ TextFigure & Paraphrasing

HSE



HSE w/ TextFigure & Paraphrasing

HSE

TextFigure
Module



HSE w/ TextFigure & Paraphrasing

HSE

TextFigure
Module

Paraphrasing
Module



Experiments
• Evaluation metrics

Text

the cat is sleeping 
on bed

the brown cat is 
sitting on bed

Rouge-L: 83.3 / 71.4 / 76.9
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Experiments
• Evaluation metrics

Text TextFigureFigure

A / D / C / F / E

A / F / B / E

LC-P/R/F: 60.0 / 75.0 / 66.7

the cat is sleeping 
on bed

the brown cat is 
sitting on bed

Rouge-L: 83.3 / 71.4 / 76.9

Rouge × 𝒆
−
|𝐏−𝐐|

𝐐

• consider Page Difference 
• P: #Pagepd

• Q: #Pagegd

the cat is sleeping 
on bed

the brown cat is 
sitting on bed

the fast fox 
jumped over

fast brown fox 
jumped up

Rouge-L

A

A

B

B



Experiments
Model Co-Train w/ Module Text Figure TextFigure

TextFigure Paraphrase TextFigure Rouge-L w/ Page LC-P LC-R LC-F1 Rouge-L

Baseline ✗ ✗ ✗ 27.2 21.8 13.2 21.9 16.5 3.6

HSE

✗ ✗ ✗ 27.7 22.9 14.6 23.7 18.1 4.3

✗ ✓ ✗ 32.3 26.7 14.6 23.7 18.1 4.7

✓ ✗ ✗ 28.7 24.0 14.8 32.4 20.3 7.9

✓ ✗ ✓ 28.7 24.0 24.6 40.5 30.6 13.8

✓ ✓ ✗ 33.6 28.2 14.8 32.4 20.3 8.2

✓ ✓ ✓ 33.6 28.2 24.6 40.5 30.6 15.5

1st / 2nd



Experiments
Model Co-Train w/ Module Text Figure TextFigure

TextFigure Paraphrase TextFigure Rouge-L w/ Page LC-P LC-R LC-F1 Rouge-L

Baseline ✗ ✗ ✗ 27.2 21.8 13.2 21.9 16.5 3.6

HSE

✗ ✗ ✗ 27.7 22.9 14.6 23.7 18.1 4.3

✗ ✓ ✗ 32.3 26.7 14.6 23.7 18.1 4.7

✓ ✗ ✗ 28.7 24.0 14.8 32.4 20.3 7.9

✓ ✗ ✓ 28.7 24.0 24.6 40.5 30.6 13.8

✓ ✓ ✗ 33.6 28.2 14.8 32.4 20.3 8.2

✓ ✓ ✓ 33.6 28.2 24.6 40.5 30.6 15.5

• Hierarchical architecture extracts slide
• Helps both text quality and figure retrieval



Experiments
Model Co-Train w/ Module Text Figure TextFigure

TextFigure Paraphrase TextFigure Rouge-L w/ Page LC-P LC-R LC-F1 Rouge-L

Baseline ✗ ✗ ✗ 27.2 21.8 13.2 21.9 16.5 3.6

HSE

✗ ✗ ✗ 27.7 22.9 14.6 23.7 18.1 4.3

✗ ✓ ✗ 32.3 26.7 14.6 23.7 18.1 4.7

✓ ✗ ✗ 28.7 24.0 14.8 32.4 20.3 7.9

✓ ✗ ✓ 28.7 24.0 24.6 40.5 30.6 13.8

✓ ✓ ✗ 33.6 28.2 14.8 32.4 20.3 8.2

✓ ✓ ✓ 33.6 28.2 24.6 40.5 30.6 15.5

• Paraphrasing module rewrites sentences into slide-style
• Better text as a slide



Experiments
Model Co-Train w/ Module Text Figure TextFigure

TextFigure Paraphrase TextFigure Rouge-L w/ Page LC-P LC-R LC-F1 Rouge-L

Baseline ✗ ✗ ✗ 27.2 21.8 13.2 21.9 16.5 3.6

HSE

✗ ✗ ✗ 27.7 22.9 14.6 23.7 18.1 4.3

✗ ✓ ✗ 32.3 26.7 14.6 23.7 18.1 4.7

✓ ✗ ✗ 28.7 24.0 14.8 32.4 20.3 7.9

✓ ✗ ✓ 28.7 24.0 24.6 40.5 30.6 13.8

✓ ✓ ✗ 33.6 28.2 14.8 32.4 20.3 8.2

✓ ✓ ✓ 33.6 28.2 24.6 40.5 30.6 15.5

• Co-train with TextFigure constrain
• Learns the correlation between text and figure



Experiments
Model Co-Train w/ Module Text Figure TextFigure

TextFigure Paraphrase TextFigure Rouge-L w/ Page LC-P LC-R LC-F1 Rouge-L

Baseline ✗ ✗ ✗ 27.2 21.8 13.2 21.9 16.5 3.6

HSE

✗ ✗ ✗ 27.7 22.9 14.6 23.7 18.1 4.3

✗ ✓ ✗ 32.3 26.7 14.6 23.7 18.1 4.7

✓ ✗ ✗ 28.7 24.0 14.8 32.4 20.3 7.9

✓ ✗ ✓ 28.7 24.0 24.6 40.5 30.6 13.8

✓ ✓ ✗ 33.6 28.2 14.8 32.4 20.3 8.2

✓ ✓ ✓ 33.6 28.2 24.6 40.5 30.6 15.5

• TextFigure module removes unrelated or adds related
• Benefits figure retrieval a lot



Experiments
Model Co-Train w/ Module Text Figure TextFigure

TextFigure Paraphrase TextFigure Rouge-L w/ Page LC-P LC-R LC-F1 Rouge-L

Baseline ✗ ✗ ✗ 27.2 21.8 13.2 21.9 16.5 3.6

HSE

✗ ✗ ✗ 27.7 22.9 14.6 23.7 18.1 4.3

✗ ✓ ✗ 32.3 26.7 14.6 23.7 18.1 4.7

✓ ✗ ✗ 28.7 24.0 14.8 32.4 20.3 7.9

✓ ✗ ✓ 28.7 24.0 24.6 40.5 30.6 13.8

✓ ✓ ✗ 33.6 28.2 14.8 32.4 20.3 8.2

✓ ✓ ✓ 33.6 28.2 24.6 40.5 30.6 15.5

• Combines both Paraphrasing and TextFigure module
• Fully improves on all aspects of metrics



Qualitative Examples



Qualitative Examples
• TextFigure Module (w/o vs w/)



Qualitative Examples
• Paraphrasing Module (w/o vs w/)



Qualitative Examples
• Applying Design Ideas



Conclusion
• DOC2PPT serves as a multi-modal summarizer to generate 

slide from academic documents

• We propose hierarchical architecture, text-figure constrain, 
and paraphrasing module to improve the quality of slide 
generation

• DOC2PPT provides useful outline and flow to make building 
a slide more efficiency




